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Outline: What is H5Zbm.io

• Benchmark data sources
• An HDF5 command-line (e.g. raw data in/hdf5 file out) compression plugin tool
• Standard (command-line) compression tool sources (zip, gzip, xz, etc.)
• Benchmarking scripts comparing (time/space) of HDF5 plugins to standard tools

• Including variations in relevant HDF5 features (e.g. chunk cache, partial I/O, etc.)
• Space performance includes both memory space and final file size

• Documentation and examples of HDF5 compression usage
• Web site with published benchmarking tables
• Yearly “releases” coinciding with HDF5 releases



Goals of H5Zbm.io

• Keep community informed of compression capabilities
• Performance
• Best practices
• Documentation
• Examples

• Ensure performance of HDF5 library and compression features



Benchmark Data Sources: Idea 1



Benchmark Data Sources: Idea 2
(MACSio data generation feature w/Perlin noise)



Benchmark Data: Things to consider

• Size
• Data types
• Dimensionality
• Noise and/or smoothness properties and over which dimensions
• File system being tested
• Parallelism



HDF5 Command-line compression plugin tool
(Like gzip/gunzip command-line tools but for HDF5 files)

For writes

• Reads raw binary data file into memory (e.g. foo.dat)

• Accepts command-line arguments specifying…
• File name containing raw binary data
• Input data file type and dimensionality
• Plugin (name or id)
• Plugin-specific options/params
• Partial I/O params (optional)
• HDF5 lib relevant feature params (chunk sizing, cache 

sizing, data type, VFD, lib version, etc.)

• Sets up/performs H5Dwrite() with data read from file

• Reports time/space performance on stdout
• Initial read and memory for raw data factored out

For reads

• Opens hdf5 file (from writer) for reading

• Accepts command-line arguments specifying…
• File name containing raw binary data
• Input data file type and dimensionality
• Plugin (name or id)
• Plugin-specific options/params
• Partial I/O params (optional)
• HDF5 lib relevant feature params (chunk sizing, cache 

sizing)

• Sets up/performs H5Dread()

• Reports time/space performance on stdout



Standard command-line compression tools to 
compare against
• For example…
• gzip, gunzip
• xz, unxz
• zip, unzip
• bzip, bunzip

• Assume available on benchmarking system or build from sources
• Run and get time/space performance on the same raw binary file
• Report HDF5 performance as a proportion of these tools
• Include final file size too



Benchmarking scripts

• Performs a whole suite of benchmarking runs gathering data
• Probing relevant dimensions of the performance space
• Versions of HDF5 API/File format (H5Pset_libver_bounds())

• Packages up results into json or yaml file
• Submit PR with machine/config info to H5Zbm.io GitHub repo



Documentation

• Document common use cases
• Document common pitfalls and how to mitigate
• Refer to sections of HDF5 Reference manual for relevant props



Web Site With Published Results

• Kinda sorta like a CDash thingy (maybe really via CDash)
• Tables and plots
• Important notices regarding issues in HDF5 releases (if any needed)
• Yearly releases/updates 



Other things to consider

• Time and Space performance
• Compress / Decompress performance
• CPU Architectures???
• HDF5 versions (compile-time selection)
• GPU / CPU
• Threaded compression plugins and threaded command-line tools
• How to characterize HDF5 performance relative to “best” native tool


