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parformancs in FLOPS (FLoating-point Operations Per Second)
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* Relied upon t

bees

® Initially used armies of women (kilo-girl

® Next, IBM punch card calculating machines

Reproducing ‘
; “ |
{
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los Alamos 1943 1952 MANIAC (LANL built)
| Sandia 1948 ~1960 IBM 7090 / CDC 3600
Livermore 1952 1953 UNIVAC 1

* National Nuclear Security Administration (NNSA)

* Los Alamos & Livermore focus on design
* Sandia tests, manufactures, deploys and maintains

e Sandia formed out of LANL Z division
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/) * Two sites near LANL and LLNL...no serious HPC until ~1990



Accelerated Strategic
Compatiag Initistive

Effort (ASCI-DMF)

tensible to new kinds

® Provided a Rich feature >perations, partial | /O, compression, etc.)

® Ensured scientific data was s}fcblé, exchangeable, and easily shareable

* Suitable for restart (bit-for-bit binary match to in-memory data) as well as exchange
/3 Work with 3 radically different ASCI system architectures (Red, Blue-Pacific, Blue-Mountain)
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The set of functions, {b;(x)}, oHeeTermned by how x in F(x) is discretized (e.g. meshed)

This is how ideal fields are represented (implemented) in a computer Pregram. L.,




N C S A
X Window System ¢« Microsoft Windows « Macintosh \

Data Models

IERES qndFleId >SF.) data model grew out of this effort j>
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andom access)

Sandia was only lqb"""‘g'w*:~° format that was developed externally and used?
/ by a larger community of users and had a fledgling ecosystem of tools (netCDF)
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fic) file format

®* Works

e

® Exchanges across stovepipes = Code “Linkers”

® Brute force data exchange
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* What about data

* These remained a serious challenge
O
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(Portabl DataBase)

® Read/" story

* Exodus (SNL-1992), Silo (LL} 'CDMLib (LANL-1998) j>

* Typically these take advantage of (e.g. Use) Kind 1 libraries (Exodus/netCDF, Silo/PDB)
/) LLNL-PRES-853264(




y's a bility

’ro process it.

( /O isn’t aboui I/O Iis about Data Exchange j
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Describing Scientific Data Is Challenging

Element Types Basis Functions and sparse and Field value types ((
D Interpolation Schemes  dense fields o 5y o

9 1 . [ 1s—1 15-2/25-1]
1s-2/2p-11s-2/25-2
Coordinate Systems
Mesh Types 0 y . Fields of Fields
@/‘r Storage Conventions of Fields

And Data Structures

Mesh
Decompositions
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* Fields - * Buckets of #s
* Relations (PDEs) ¢ Basis functions  * Languages

At each phase, different teams will make different choices

j/j LLNL-PRES-853264



Abstraction is key to Wide Scale Integration of O/
Scientific Software ((

Code ode A
(Structured) A (arrays) I

(UCD)
Numerical Design &
Analysis gn Code B
(linked lists)

(AMR)

Abstract,

Continuous
Math Model

Silo, I PDBLib, I Brute force
Exodus, netCDEF, integration
| CDMLib HDEFE5
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Unfortunately, An Abstract Math Model can present {
A Conceptual Hurdle

PROBLEM
write “pressure” and “velocity” on whole mesh
at times t0, t9, t17, and “pressure” time history on

® Vector Bundles

t
® Fiber Bundles ;;;/ P
) 4
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®* The Sets and Fields (SAF) data model FLS Sl

all time”

aimed to simplify the abstraction | w‘ﬁ' ;

’
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® Virtual File Drivers (i ) strategies used @ NNSA labs
* Family (Windows dev), split (ASCI RED, ASCI Blue Mountain), MPI-IO (ASCI Blue Pacific)

® File “Images” (2012) (from need to leverage |/O code for MPI messaging)

LLNL-PRES-853264 _
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/)' Virtual Datasets (2016) (from Silo multi-block objects)
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® There was also a parallel “Common Viz. Tool” effort
LLNL-PRES-853264'
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able, parallel

interface

S
et

® Found other user communities who wanted similar features (leverage)

® Cultivated and curated HDF5 and associated eco-system to what it is today
LLNL-PRES-853264'
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« The really rs with) with HDF5

® The “idea” map of HDF5 future features

®* The knowledge and experience we've gained to start developing HDF6 ©
/) LLNL-PRES-853264'
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dedication and hard work
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Gt

¢ o natu al fit due to unstructured gridding

®* How will show-s’ré'ib'e: » handled

®* What if community doesn’t achieve sufficient critical mass?
®* What if community’s interests and NNSA lab’s interest don’t sufficiently overlap?
/) LLNL-PRES-853264(_




® Inter-code link e

AT

B

® Used to in’regrq’rewfdé‘ es (structured grid and unstructured grid)

®* Generally requires constant care and feeding as either code evolved
Can lead to four separate | /O interfaces on a code
/ LLNL-PRES-853264(_




* Under! , etc.) and anywhere

* Like a level of indirection over the standardized container approach
&
/>. qundqrdiZing on both is reG”y the ideal LLNL-PRES-853264(




® Constant con
bandwidth limiter

o e

® Binary data not machine portable
* Until we had PDB and/or IEEE-754 standardization

® Variable length ASCII strings impede random access

solid DataSetl
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. Evenlien nager client handle the 1/O

* Moves all of the logic for deciding vhen and how to move data from application to be j>

shared with other applications
&
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silicon graphics octanc?
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o P ‘ S. CO .‘rﬁior)

* Conversions happen only wh and consumer incompatible

® Restart use cases covered whenever parameterizations fit
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® 8 connectivity arrays for the 8 corners of each hexahedra

>10x memory hit in viz. apps if do not support structured meshes natively

/> LLNL-PRES-853264




/threads, GPUs)

° S'r ‘ace

® Coordinates of | ectilinea ——

® Some data fixed or so slowly growing treating as fixed is ok (Sets)
/) LLNL-PRES-853264(



Work

Handles disparities

Easily combined with HDF5 DIT operations

No implied global re-ordering on read /write

® Entirely analogous to Big Data |/O “shards”

MPI Task Count
32 64 128

6.1 83
20

RS ES-853264

T /é\ll tools designed to handle ““domain overload”

# Files (N)




itives

e

/ object from

10 a data)

o mplexity remain more
* Find object or r base grows

Some conversioniTe o Modeling primitives are necessarily math-

® Or, ask chef to cook up a new menu item oriented and require deeper understanding
% : of abstract mathematical concepts than
APl and system complexity grows as user Lo
most developers are maybe willing to try
base grows
/) LLNL-PRES-853264(_




Abstractions m Implementations
Real World Phenomena ALE3D, Albany, LAMPS

Discrete Numerical Models Silo, LibMesh, Exodus, ITAPS, VTK

Primary Storage (Main Mem.) MPI-IO, XDR, stdio, aio, mmap

GPFS, HDFS, Lustre J,./,/‘/,/J//

hd, sd, cd, dvd, tape, ramdisk, flash

Secondary Storage (logical)

spindle disk  readAwrite head W
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K\) Data Abstractions vs. | /O Performance

O Overheads @
this request size

Disk hardware limit

/
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® Massively simpl

* Massively inefficient I/O performance
@
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