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@, AirMettle’s Mission

AirMettle has developed a real-time smart data lake solution that simplifies big data analytics and
accelerates processing by an order of magnitude, or more.

It 1s implemented 1n the data lake storage layer and performs basic analytics tasks that:
* Reduce network traffic - Extract only what is needed before returning
* Improve data freshness - All data can be rapidly queried

* Enable real-time operation - Sub-second queries on GByte objects from storage
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* Enable real-time operation - Sub-second queries on GByte objects from storage
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Traditional Data Lake
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Traditional Data Lake:

Data generally arrives semi-structured
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Traditional Data Lake:

Data must be moved to gain value from it
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Smart Data Lake: Get only what is needed 100x Faster

Delegate simple processing to storage thereby eliminating the need to move 90%+ of the data
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Accelerated analytics of classic tabular data

Security Information & Event Management Natural Language Processing

& 0T T

ARK,

SIEM
* Scan historical data to diagnose current events * Search for key-words
- Determine how many records might be relevant - Gather statistics of usage
before retrieving any - Extract text if required for further analysis
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Accelerated analytics of classic tabular data (S3 Select API)

Security Information & Event Management Natural Language Processing

2 ot NS -

ARK,

SIEM
* Scan historical data to diagnose current events * Search for key-words
- Determine how many records might be relevant - Gather statistics of usage
before retrieving any - Extract text if required for further analysis

200 AirMettle: Select 100x FASTER

700
600 5

500

333 X faster

- a S
Under a minute vs. 1 hour 45min

100

Star Schema Benchmark
Utilized 223 Select queries to Object Storage

Data Queried through Select (GB)

0 1,000 2,000 3,000 4,000 5,000 6,000 7,000
Time (sec)
Unprecedented speed of analysis: Directly from storage

No data warehouse required
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APACHE

Spark’

AirMettle Accelerates "\Z

- . 1ERER(
5x Acceleration on Complete Queries, o 1oumge
today... just by using a different storage ~
Acceleration — — —= —

g 5 =W @
5.0 Ih = = - =
! — oo B
2.0 c5n.18xlarge i3en.6xlarge (x8)

e —+—CSV —o-GZIP S3 Select API

11 12 13 enables comparison vs.

e major cloud’s object storage

Star Schema Benchmark, Scale Factor 1 with 1 object per table
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Resiliency 101: How do storage solutions protect data?

ipi i i i RAID 10
striping with parity across drives it B
RAID 0

block 2¢

BLOCK 1 BLOCK 1 BLOCK 2 BLOCK 2

RAID: o oock B ccy
- ‘blotk 22 leotk zb) Darity b? BLOCK 3 BLOCK 3 BLOCK 4 BLOCK 4

block 3¢

block 4¢
drive 4

block 32 8 Parity b3 M block 3P
Parity b4 M block 42 block 4b

drive 1 drive 2 drive 3

BLOCK 5 BLOCK 5 BLOCK 6 BLock 6

BLOCK 8 BLOCK 8
DISK1 DISK 2 DISK3 DISK 4

BLOCK 7 BLOCK 7

Data striped across
multiple disks as data DATA
disks and parity disks

Erasure Coding: S |

Data Data Data Data Data EM0diNG pagty  pabty  Parity

Data protection algorithms designed for HDD
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What that means for data reliably placed in storage: First 4 devices shown...

1 155190 7706
1 67310 7311
. 1 63700 3701
Simple Table: 1] _an| seas
- 1 24027 1534
1 15635 638
2 106170 1191
e—-—o 11
o O
o ©
\—

—— #3

SSD

Bytes of data divided evenly across SSDs!

B ouhWwN R

17
36

28
24
32
38

21168.23
45983.16

13309.6
28955.64
22824.48
49620.16
44694.46

0.04
0.09
0.1
0.09
0.1
0.07

0.02 N
0.06 N
0.02 N
0.06 N
0.04 N
0.02 N
0.05 N

@ @ Data protection and streaming performance!

Supports data protection algorithms designed for HDD!
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What that means for data reliably placed in storage: First 4 devices shown...
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Bytes of data divided evenly across SSDs!

16,0.07,0.02,N,0,1996-01-30,1996-02-07,1996-02-03, D

Data orotection and streamina performance! LIVER_IN_PERSON,MAIL,arefully_slyly_ex, 2,106170,11
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A HDD-centric RAID/Erasure Coding prevent in-storage analytics
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AirMettle: Data partitioning for processing AND protecting data

U.S. Patent Jun.6,2023  Sheet 3 of 11 US 11,669,505 B2 U.S. Patent Jun.6,2023  Sheet 4 of 11 US 11,669,505 B2
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AirMettle internal metadata enables parallel in-storage analytics "¢
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AirMettle: Data partitioning for processing AND protecting data

U.S. Patent Jun. 6, 2023 Sheet 7 of 11 US 11,669,505 B2 @ U.S. Patent Jun. 6,2023 Sheet 8 of 11 US 11,669,505 B2
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FIG. 9
AirMettle protection algorithms are designed for our non-uniform data segments
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AirMettle Accelerates Multi-dimensional data

Scientific
(ex: Climate)
temperature pressure  elevation land_cover Indexes
align data
(Iatitude 1
longitude
time
\ 5/
\ PN J
¥ b4
Data variables Coordinates
used for computation describe data

Complex data format!

Even the coordinates are multi-dimensional

Scientific analysis also requires:
- Sampling of different subsets for each query
- Gathering statistical properties

B Copyright © 2023 ‘ AirMettle, Inc. 16



AirMettle Accelerates Multi-dimensional data

S H tf Dataset 1502 (e.g., 230 o 20
cientiiic NetCDF4 File) / / /
(ex: Climate) [Femaer 5]
temperature pressure  elevation land_cover Indexes _/1510 @ﬂr_’l S4 Node 4
align data
4 I
= ——| s2 Node 2
longitude - \ |%ﬁ%ﬁéz =
\ gzzzzz) ] s Node 1
time « T=1
\_ ) QO
. ~ 2 ~ z 0o ) B = e
Data variables Coordinates o X t
used for computation describe data 1530
* Complex data format! * Data is stored in partitions, based on semi-structural
. o _ boundaries & size of segment
* Even the coordinates are multi-dimensional - Enables distributed in-place parallel processing
. . . - Validated in i Phase I
* Scientific analysis also requires:
. . e <5
Sampling of different subsets for each query - Queries are more complex than events w/ SQL
- Gathering statistical properties - 2-3 Stage queries typical, but each stage can be executed in parallel
B Copyright © 2023 @, AirMettle, Inc. 17 1



Initial Support: Selection & Simple Aggregations via REST APIs

10 MB '

Coordinates
4 MB Data variables

2MB
Internal Segment #

0 20 40 60 80 100 120 140 160

Selection returned as “smaller” NetCDF4

Partitioned tensor data can be efficiently
scanned in parallel

Multi-stage processing:
- Check coordinates
- Bounding box & potential mask
- Identifies components holding relevant data

- Scan / Filter desired data

- Integrate result for return

I Copyright © 2023 @, AirMettle, Inc. 18 |



Initial Support: Selection & Simple Aggregations via REST APIs

10 MB

- @0 * Challenges included:
6 MB . . .
- User-transparent partitioning

Coordinates

4 MB i
Data yariables - Internal data placement was more complex
2MB than originally anticipated
Internal Segment #
0 20 40 60 80 100 120 140 160 = Typlcal internal overhead <0.3%

- Dwarfed by data protection overheads

Selection returned as “smaller” NetCDF4 . .
- Erasure coding typically 20% to 35%

Partitioned tensor data can be efficiently

scanned in parallel - HDF5 does not have a re-entrant library

Multi—stage processing: - Developed support for concurrent analytics

- Check coordinates - Enables massive parallelism required for a

- Bounding box & potential mask shared storage service

- Identifies components holding relevant data - Query engine required extensions for multi-
- Scan / Filter desired data stage execution & tensors

- Integrate result for return

]  Copyright © 2023 @, AirMettle, Inc. 19 |



NOAA Phase |I: Regridding

53.5°N

51.5°N
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47.5°N
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45.5°N

Precipitation on a 1°/1° grid
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b Precipitation interpolated to a 5°/5° grid
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NG RIREN
=

8.5°W 6.5°W 4.5°W 25°W 0.5°W 15°E 3.5°E

IS IS S S — ]
1 5 9 13 18 22 26 30
Precipitation (mm)

Precipitation on 1¢/12 and 5 ¢/5 2 grids
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* Very common operation to convert from higher-resolution to
lower-resolution.

- When combining data from different sources, the final result can
only be the lowest common resolution among the different sources.

* Project formally commenced Aug 1%

- Developing parallel re-gridding on internal partitions

* Coming Summer ’24

- Multi-dimensional in-place analytics

* Plan to explore alternative aggregation functions
(Min/Max/Std. Dev) to enable faster analysis

- Potential storm fronts, etc.

20 1



Roadmap: Hierarchical support & User Defined Functions! Al in-place

©

Data stored
across cluster

¥

HDF5 (e.g. Satellite data) stored in native form

HDFS5 object
is internally partitioned

é

@@
y%y%y %,

|

}

0

!

_65 5
@y 8y 0y

!

ssp]

e}
@
% éﬂ%ﬁf@ User Defined

Al

|
|
1 o..0
IS R

Lo

@ * Select Region @

& & & & &

Results returned as single object for
queried region

Processed
On-demand
(In parallel)

l Copyright © 2023 @, AirMettle, Inc.

Select
Ny Model

h
Al models

stored as separate
objects
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Unified Data Infrastructure (2.0)

Ingestion Query and Analysis and
Sources and Transport Storage Processing Transformation Output

> — > Dashboards

OLTP Databases Data Replication Data Warehouse (Looker, Superset, Tableau, Sigma,
via CDC (Fivetran, Stitch, Matillion, Airbyte) (Snowflake, BigQuery, Redshift) ' Though’tspu() ’ )

Metrics Layer

ERP e - (LookML, Transform, — Embedded Analytics
(Oracle, Salesforce, NetSuite,...) [ keh 1 Supergrain. dbt) (Sisense, Looker, cube.js)
| Lakehouse |
| | i
Operational Apps | Data Lake Spark Platform | Data Modeling Augmented Analytics
— N | (Thoughtspot, Outlier,
(salesforce, Hubspot, Zendesk) —— (i A ) (dbt, LookML) Anodot, Sisu)
N LAy VR | Delta, Tabular/ Iceberg, Hudi | —p !
> (Airflow/ Astronomer, Prefect, T | t
Elementl/ Dagster) g SQL Query Engine
Event Collectors ™ . onC. A ~ Q Qms!); / m{i . | Workflow Manager Data Workspace
(Segment, Snowplow) : GO < > R g <—:—> T T T BT, —> (Mode, Hex, Deepnote)
g Elementl/ Dagster) >
| |
" $3, GCS, ABS, HDFS "
o | DS/ML Platforms | T DsﬁMkL T°°l'“kg
I (Pandas, Dask, Anyscale/ Ray, PyTorch,..) | | (Databric Rs, :agema er,
| N ) | DataRobot,...)
l )
Event Streaming ity B e A -
3rd Party APIs — (Confluent/ Kalfk, App Frameworks
(e-g., Stripe) AWS Kinesis, Pulsar, Upsolver) . (Streamlit, Plotly Dash)
t > Real-time Analytics Database
File and Object Storage (Imply/Druid, ClickHouse, Pinot, Rockset) Custom Applications
+— .
Reverse ETL N Stream Processing

N (Databricks, Confluent, Flink,
(Census, Hightouch) — o
Upsolver, Materialize)

t

Data Observability
(Monte Carlo, Bigeye, Superconductive/
Great Expectations, AccelData)

Entitlements & Security
(Privacera, Immuta)

Data Discovery Data Governance
(Amundsen, DataHub, Atlan, Alation) (Collibra)

Source: https://future.a16z.com/emerging-architectures-modern-data-infrastructure/



Unified Data Infrastructure (2.0)

Sources

OLTP Databases
via CDC

ERP

(Oracle, Salesforce, NetSuite,...)

Operational Apps

(Salesforce, Hubspot, Zendesk)

Event Collectors
(Segment, Snowplow)

Logs

3rd Party APIs
(e-g., Stripe)

File and Object Storage

Analysis and
Output

Ingestion Query and
and Transport Storage Processing Transformation
— - R ——
Data Replication Data Warehouse @ ﬁﬁﬁ
(Fivetran, Stitch, Matillion, Airbyte)  — (Snowflake, BigQuery, Redshift) H
COST
Metrics Layer
___________________________ (LookML, Transform,
: Lakehous Supergr;m. dbt)
|
| Data Lake Spark Platform

(Databricks, Amazon EMR)

Workflow Manager |

1

|

|
4_|/ Data Modeling

: (dbt, LookML)
|
|

o )
— (Airflow/ Astronomer, Prefect, *l—b Delta, Tabular/ Iceberg, Hudi :
Elementl/ Dagster) g SQL Query Engine
—\
Presto/ Trino, Hive, Workflow Manager
| Parquet, ORC, Avro < > X
Dremio, Databricks Photon) (Airflow/ Astronomer, Prefect,
| g Elementl/ Dagster)
|

- $3, GCS, ABS, HDFS

DS/ML Platforms

|
|
|
(Pandas, Dask, Anyscale/ Ray, PyTorch,..) | |
|
)

Event Streaming
> (Confluent/ Kalfka,
AWS Kinesis, Pulsar, Upsolver)

t .

Real-time Analytics Database
(Imply/Druid, ClickHouse, Pinot, Rockset)

U b
Reverse ETL «—/ >

Stream Processing
(Databricks, Confluent, Flink,

(Conie M < Upsolver, Materialize)
Data Discovery Data Governance Datay O_bservab'l'ty ) Entitlements & Security
. N (Monte Carlo, Bigeye, Superconductive/
(Amundsen, DataHub, Atlan, Alation) (Collibra) (Privacera, Immuta)

Great Expectations, AccelData)

Source: https://future.a16z.com/emerging-architectures-modern-data-infrastructure/

Dashboards
(Looker, Superset, Tableau, Sigma,
Thoughtspot)

Embedded Analytics

(sisense, Looker, cube.js)

Augmented Analytics
(Thoughtspot, Outlier,
Anodot, Sisu)

Data Workspace
(Mode, Hex, Deepnote)

DS/ML Tooling
(Databricks, Sagemaker,
DataRobot,...)

App Frameworks
(Streamlit, Plotly Dash)

Custom Applications

T

Holy data copies Batman!



Contemporary

Unified Data Infrastructure (3.0) .

Sources

Ingestion
and Transport

OLTP Databases
via CDC

ERP

(Oracle, Salesforce, NetSuite,...)

Operational Apps

(salesforce, Hubspot, Zendesk)

Event Collectors
(Segment, Snowplow)

Logs

3rd Party APIs
(e.g., Stripe)

File and Object Storage

Data Replication
(Fivetran, Stitch, Matillion, Airbyte)

Workflow Manager
(Airflow/ Astronomer, Prefect,
Elementl/ Dagster)

>

Event Streaming
~—> (Confluent/ Kalfka,
AWS Kinesis, Pulsar, Upsolver)

T

\

Reverse ETL

(Census, Hightouch)

?

\

» Eliminate Data Warehouse for simple queries

Query and

Real-time analytics from semi-structured data

Analysis and
Output

$3, GCS, ABS, HDFS

Real-time Analytics Database
(Imply/Druid, ClickHouse, Pinot, Rockset)

DS/ML Platforms

Elementl/ Dagster)

I

|
|
|
>andas, Dask, Anyscale/ Ray, PyTorch,..) | |
|
J

N
v

Stream Processing

v (Databricks, Confluent, Flink,

Data Discovery
(Amundsen, DataHub, Atlan, Alation)

Data Governance
(Collibra)

Data Observability
(Monte Carlo, Bigeye, Superconductive/
Great Expectations, AccelData)

Entitlements & Security
(Privacera, Immuta)

Storage Processing Transformation
)
Data Warehouse —
—» (Snowflake, BigQuery, Redshift) «—
—
Metrics Layer
______________________________ (LookML, Transform, _
f St in. dbt)
|| Lakehouse Hpereie:
|
(! Data Lake Spark Platform Data Modeling
. J (Databricks, Amazon EMR) (dbt, LookML) -
| > Delta, Tabular/ Iceberg, Hudi t S—
. —
&l SQL Query Engine \
—p
Parquet, ORC, Avro Presto/ Trino, Hive, Workflow Manager
’ ' Dremio, Databricks Photon) (Airflow/ Astronomer, Prefect, ( _:

| want speed, not
Expensive copies!

Source: https://future.a16z.com/emerging-architectures-modern-data-infrastructure/

Dashboards
(Looker, Superset, Tableau, Sigma,
Thoughtspot)

Embedded Analytics

(sisense, Looker, cube.js)

Augmented Analytics
(Thoughtspot, Outlier,
Anodot, Sisu)

Data Workspace
(Mode, Hex, Deepnote)

DS/ML Tooling
(Databricks, Sagemaker,
DataRobot,...)

App Frameworks
(Streamlit, Plotly Dash)

Custom Applications




