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300,000,000,000
Number of stars in the Milky Way (approx)

>2,000,000,000,000
Number of galaxies in observable Universe (approx)



>200000000000000000000000

Estimated number of stars in the Universe
(2 x 1023)



How do we find life beyond Earth?



How do we find life beyond Earth?

In situ
(we go there, boldly)

Atmospheric biosignature 
(chemical disequilibrium)

Technosignature detection 
(SETI)

Images: NASA, Nat Geo

Nstars = 1 Nstars ~ 10 Nstars ~ 1023
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“THE APOLLO PROGRAM OF SETI”
- E. ENRIQUEZ



Breakthrough Listen is the largest ever 
scientific research program aimed at finding 

evidence of intelligent life beyond Earth. 



THE BREAKTHROUGH LISTEN INITIATIVE:    
OVERVIEW

1 Million Stars 100 GalaxiesMW Galactic Plane Survey

Open data and open source



PARKES AUSTRALIA

GREEN BANK USAImages: P. Hart, D. Macmahon



AUTOMATED PLANET FINDER, LICK OBSERVATORY



MEERKAT TELESCOPE, SOUTH AFRICA

Image: SARAO



AUTOMATED PLANET FINDER, LICK OBSERVATORYPARTNER FACILITIESPARTNER FACILITIES



STEP 1: OBSERVING & RECORDING DATA



PARKES AUSTRALIA

GREEN BANK USA



PARKES DATA FLOW DIAGRAM
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BL DATA RECORDERS
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• Currently (Jun 21) 13.6 PB of data 
stored on disk.

• 9 PB of storage at Green Bank
-- 65x compute nodes (w. GPU)
-- 9x storage nodes (x36 3.5” disks)

• 3.5 PB of storage at Parkes
-- 27x compute nodes
-- 6x storage nodes

• 5 PB of data currently hosted at 
Berkeley, available at 
seti.berkeley.edu/opendata



DATA CHALLENGES

• High-speed UDP data capture meant 
we did not use distributed filesystem.

• Started using JBOD (just a bunch of 
disks), now moving data into a newly-
commissioned gluster cluster for 
archiving.

• The cloud has remained too expensive 
(about 4x self hosting), but this is 
improving.

• Started using 4 TB drives (2015), 16 
TB drives are now reasonably priced.



STEP 2: STORING & ANALYZING DATA



SIGPROC FILTERBANK FORMAT

HEADER

DATA BLOB

• A very simple format with a header 
followed by a data payload.



HDF5 FILTERBANK FORMAT

HDF5 ATTRIBUTES

HDF5 DATASET

• Filterbank header converted into set 
of HDF5 attributes.

• Data stored in a HDF5 dataset.

• Applying bitshuffle compression 
(designed for radio data).

• We use a python package called 
blimpy to interact with sigproc + 
HDF5 data, uses h5py and 
hdf5plugin

pip install blimpy



VIRTUAL DATASET OPPORTUNITIES

• Currently most observations are spread across 
multiple files (one file per sub-band).

• Can use HDF5 Virtual Datasets to combine sub-bands 
without moving data. 



• Our 2020 REU student team created a cloud-
based SETI pipeline: BL@Scale.

• Being used to prototype new machine learning 
algorithms and test cloud workflows.

• We would like to bring these techniques to our 
on-premises data archive + HPC cluster.



PROGRESS AND FUTURE STEPS

• We have recently rolled out gluster and are 
expanding our gluster storage capacity.

• We are using Jupyterhub to serve notebooks 
on co-located GPU servers. 
We would like to write a SSH spawner to serve 
notebooks across servers at different sites.

• Can we run HSDS on gluster, and modify our 
tools to use h5pyd?

• Also considering a SLURM + Singularity 
processing approach.



Image: P. Hart
@berkeleyseti
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