HDF Group Past,
Present & Future

| W e
/1
The HDF Group

Proprietary and Confidential. Copyright 2016, The HDF Group.




Who we are and where
we come from

Mission and
commitments to

community

Future directions for
HDF Group & HDF
R&D




Who we are and where we come from




National Center for Supercomputing Applications - 1987 =1

The HDF Group

......
._..'._.- . PR Ly
i T sed
.....
------
.....
-

NES.A_'S '::-E'rl'lpi_ttr‘l imu DeSktOp

| Folyview -

Sooma wsuahzatlon

Ftpprpsnntatl.m
of a Fourth QOrder
Stiffness Tensor

Cijkl




The birth of HDE o O

The HDF Group
<ig§%§§%cs Foundations Task—EEEEE>
snutes of Meeting 10/28/87
Attending:
lwhite,marrott,tkrauskopf,mkrogh,bmihalas,dhe:
Chair & Reporting:

lwhite

Regular meeting date:
Thursday’'s 9:30 to 11:00 room 173

Discussion:
Cooperation with NSF & DOE centers.

Selection of Standard Graphics File Format.

Some of our needs in standard file format:
extensible data storage mechanism
speed
options for compression

\¥ clear capability for grided data storageA/
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our formats (nor will they ever). FL/1 e

e HDF Group
4. 1It's format spec is readily available to anyone wanting 1

5. 1t can store data other than just raster data, such as
text and basic geometry.

///’Zasons for having an AEHOO level format: “\\\

1. It is possible to store data in a method that has not
been possible to do with other formats.

2. It should encompass every conceivable future type of
data (expandablility).

3. 1f and when it works (well) others may adopt it.
4. It makes interesting research.
5. It could be a machine independent format.

6. All other data formats should be included as subsets of

\ an AEHOO file format. /




Version 1.0

Draft - for comment and review

HIERARCHICAL DATA FORMAT
Version 1.0 HDF Specification

Draft version 3.0
April 1988

Tim Krauskopf
Gaige B. Paulsen

National Center for Supercomputing Applications
University of Illinois at Urbana-Champaign

Copyright © 1988 Board of Trustees of the University of Illinois



NASA Earth

Observing
System

6,700 Data Products
12 Data Archive Centers

16 terabytes per day

Distributed to 1.7 million
end users worldwide

«u NASA O Earth Observatory VE Visible Earth G‘}NED

NASA'’s Earth Observing System

Project Science Office

Home Missions Data Communications People The Earth Observer Newsletter

Recent Imagery Solid earth

You will be directed to the NASA
Visible Earth webpage when you
select Images by Mission below, or
click on tha images at right that are
randomly generated to represent
four out of all possible topics.

Images by Mission

Announcements and Highlights

* Join NASA for Earth Day

+ Deop Blue Acrosol Project
Website Now Live

* Preliminary Level-2 and Level-
3 SMAP Radiometer Data Now
Avaiable

* Scienice Program Support
Office Annual Report

* SAGE ll Mission Brochure
now available

Observer' [=]=|<]
gea

Read More

Land surface
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:

‘ Limits on object & file size (<2GB)
\

‘ Limited number of objects (<20K)
|

Shortcomings of HDF (1996)



Accelerated
. Strategic
- Computing
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How to maintain a nuclear stockpile without testing?



Element Types Basis Funclions and Field value types
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The birth of

HDF5
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HDF
keys to Needs
SUCCessS

Open source durability
Complex uses
Complex formatting

Long term storage

B

H D F Thlt:-lll-)f.(l;roup
Group

Institutional support
User support

API, library, utilities,
documentation

Software for the long term.



Spinning off

*Business model options
* For-Profit or not?

*How to make money?
*Intellectual property




Who is the HDF Group?

Small company
~ 40 employees
focus on High
Performance Computing
and Scientific Data

Offices in Champaign, IL
+ 7 other locations

Our flagship platform —
HDF5 — is at the heart of our
open source ecosystem.

Tens of thousands use
HDF5 every day.
1500+ projects on Github

LNz
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The HDF Group
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Work with industry,
research instituitons,
government
to improve HDF5,
build HDF5 solutions,
provide support.



Mission and commitments to OSS and community



#oF The HDF Group - ensuring long- X

< C ¢ @& hdfgrouporg

HDF Group

Website "European Workshop for
Science and Industry

- 17-18 September 2019

Y o

Register to Attend L
- S L v - - : o
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=F Downloads - The HDF Group X +

< C ¢ @& hdfgroup.org/downloads/ *

TheRCA Group

About Us Solutions Community Documentation Support Portal Register

DOWNLOADS

Download the Latest Version of HDF5®

Download HDF5 1.10.5
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The~C+ Group

Documentation ~ Knowledge  HelpDesk  Downloads

HDF SUPPORT PORTAL

How can we help you?

Q Search the HDF knowledge base for answers

Documentation Service Desk / E-mail Knowledge Base

& & (2]

Community Licenses Downloads

o 3

Media HDF-EOS Contact

P € w
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n LP @ Tog ¥~ UN News AF SBIR DOE SBIR NASA SBIR SBIR Persanal THG Heartland SW Libs NSF & CUFAIR - FUNDRAL., »

Enterprise Support Register

B
For Forum
all categories » Latest Top

114 X Quickstart Guide: Welcome to the new HDF
Forum o
B News and Announcements from The HDF Group

Unorthodox installation paths for Faoriran
modules
B HDF5

integer_type_mismatch 7
W HDF5 2d

HDF5 How to detect the datatype of HST_ARRAY
B HDF5
) ) HDF5 E Workshop for Sci d
HDFView / Java HDF Object Package 78 UIUpadi NGRS Torcianca iy

Industry (17-18 September 2019) - ESRF 2
Grenoble 7 esri

o HDFView and
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#F Adopting HDF5 for Simulation D X +

& C (¢ @& hdfgroup.org/2019/08/adopting-hdf5-for-simulation-data-in-edem-software/ Y # a8 4« O
LIN=
Ther A~ G oup

About Us Solutions  Community Downloads Documentation Support Portal

BLOG

Adopting HDF5 for Simulation Data in e
EDEM SOftwa re The HDF Group provides a unique

suite of technologies and
About EDEM supporting services that make
possible the management of

We have been developing engineering simulation software for over 10 years and
extremely large and complex data

we are the market-leader in Discrete Element Method (DEM) technology for bulk

and granular material simulation. Our EDEM software accurately simulates and felec
analyzes the behavior of coal, mined ores, soil, grains, tablets and powders and

provides engineers with crucial insight into how those materials will interact with Follow Us

their equipment during a range of operation and process conditions. Companies

worldwide in the minina, heavy equipment and process industries use our o . -
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Webinars

Tha HNE rann
#0F Webinar Archives - The HDF Gro: X +

C @& hdfgroup.org/category/webinar/

TherCT Group

About Us Solutions Community Downloads Documentation Support Portal Register

WEBINAR

Moving HDF5 Applications from One Major Release to
Another Webinar Round-up

Thanks to those who attended our July 31, 2019 webinar, “Moving HDF5 Applications from One Major Release to
Another.” As promised, here are the associated resources we're sharing with the community....

© JULY31,2019 Q0
Read More >

Webinar Announcement: Moving HDF5 Applications from
One Major Release to Another

In this webinar scheduled for July 31, 2019, we will talk about the HDF5 release schedule, the differences
between HDF5 maintenance and major releases, and we will provide guidance on migrating applications from

Search

The HDF Group provides a ur
technologies and supporting
possible the management of
complex data collections.

Follow Us

L 4 in (]

Categories

HDF NEWS
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Get engaged The HDF Group ‘

Present a Webinar
about your project

HDFql in Nov/Dec 2019

Write a blog About your project or some aspect of HDF5

Contact lori.cooper@hdfgroup.org




Future directions for the HDF Group and HDF R&D



1998-2007 - Maturation

- Matured the HDF5 data model and
customized I/O including parallel I/O

- Community standards NexXUS, HDF-EQS,
etc. emerged
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2008-2019 - Expanding to non-HPC communities

'P%ython" | and Exascale computing
and HDFo

- - Widespread use
i - Improved 1/O performance
- Growth of software ecosystem

- New features to support particle accelerators, exascale
architectures, observational data, etc.
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Continue... The HDF Group

Support legacy library versions
Adapt to OS changes, etc.

Improve library, tools, docs

Increase community involvement



) s
Leverage new memory, computing and storage ,Fx71 -

architectures

- Deep memory hierarchy
- Alternate storage and I/O

- Non-traditional HDF5 uses



Facilitate convergence of Big
Data and HPC

- Combine data and compute services

- Large scale query
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- New APIs for C++ community
Ease of use,

productivity

- Working with tool developers
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The HDF Group

THANK YOU!

Questions & Comments?
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