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HPC in the Cloud
How can it help with library development

Arthur Petitpierre – Amazon Web Services
arthurpt@amazon.com – EMEA HPC Specialist Solutions Architect

mailto:arthurpt@amazon.com
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Who am I ?

HPC Specialist  Solutions Architect @AWS
Based out of Paris

Previously:
• HPC Services CTO @ATOS
• HPC Support Mgr @Bull
• And a few other stuffs…

Enjoy moving Snowballs around Paris on a bicycle
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HDFGroup & AWS
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HDFGroup Kita architecture – 24K$ AWS credits

Source: https://www.hdfgroup.org/wp-content/uploads/2018/08/HDF-Kita-Architecture-e1533785700337.jpg
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Open Data on AWS

https://aws.amazon.com/blogs/big-data/power-from-wind-open-data-on-aws/

500TB open weather model dataset

Built with HDF5

Can be accessed with h5pyd lib and a 
REST API

https://aws.amazon.com/blogs/big-data/power-from-wind-open-data-on-aws/
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AWS Public Data Sets

https://aws.amazon.com/opendata/public-datasets/

https://aws.amazon.com/opendata/public-datasets/
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HPC in the public Cloud
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Fixed Data Centre Capacity Limit

Co
re

s

Finite capacity, usually with long queues 
to wait in.

Massive capacity when needed to speed up time to 
results, and agile environment when additional 
hardware and software experimentation is needed.
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Infrastructure is code.
Not a 5-yearly refresh

• Iteratively decide on the best 
CPU, GPU, memory or I/O 
architecture for your workload.

• Test multiple options in parallel
rather than sequentially.

• Dispose of what you don’t need 
(mercilessly, and without harming 
any animals :-)

• Make CI/CD part of your HPC 
practice.

Link to Tutorial <INSERT>
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High Performance Computing (HPC) on AWS

Virtual Private Cloud on AWS

3D graphics virtual workstation

License managers and cluster head 
nodes with job schedulers

Cloud-based, auto-scaling HPC clusters

Shared file storage Storage cache

On AWS, secure and well-
optimized HPC clusters can 
be automatically created, 
operated, and torn down 
in just minutes

Amazon S3
and Amazon Glacier

On-premises 
HPC resources

Corporate datacenter

AWS Snowball

AWS Direct Connect

Thin or zero client—
no local data

Third-party IP providers 
and collaborators

Machine learning 
and analytics
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Broadest and deepest platform choice

Categories Capabilities Options

+ + =

200+ 
instance types
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What is Elastic Fabric Adapter (EFA)

c5n

EFA
Elastic Fabric Adapter, 

best for large HPC 
workloads 

Scale tightly-coupled HPC applications 
on AWS

p3dn i3en
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Scalable Reliable Datagram (SRD)

Inspired by Infiniband Reliable Datagram, without the drawbacks

• No limit on the number of outstanding messages per context

Out-of-order delivery – no head-of-line blocking

• Messages are independent in many cases, application/middleware can restore ordering only if/when needed

• Same motivation as weak/relaxed memory ordering

Packet spraying over multiple ECMP paths

• Rapidly adapt to hot-spots

• Fast and transparent recovery from network failures

Congestion control designed for large-scale cloud

• Maintains high throughput in the face of packet drops

• Minimize latency jitter

A reliable high-performance lower-latency network transport
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Multipath Routing
Equal-cost multi-path 
routing (ECMP) is 
a routing strategy 
where next-hop packet 
forwarding to a single 
destination can occur over 
multiple "best paths". This 
can substantially increase 
bandwidth by load-balancing 
traffic over multiple paths.

Thanks to Wikipedia and it’s contributors for the pithy explanation and Peter Ashwood-Smith for the snappy animated GIF explaining the concept.
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TCP vs Infiniband vs SRD
TCP Infiniband SRD

Stream Messages Messages

In-order In-order Out-of-order

Single path Single (ish) path ECMP spraying with load 
balancing

High limit on 
retransmit 
timeout 
(>50ms)

Static user-configured
timeout (log scale)

Dynamically estimated 
timeout (µs resolution)

Loss-based
congestion 
control

Semi-static rate limiting 
(limited set of supported 
rates)

Dynamic rate limiting

Inefficient 
software stack

Transport offload with 
scaling limitations

Scalable transport offload
(same number of QPs 

regardless cluster size)
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What can EFA do?

Amdahl’s law (above) shows us how hard it is to scale an application even 
close to linearly.
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What can EFA do?

Thanks to Metacomp Technologies and the Klingon Empire. Garrrhhh.



© 2019, Amazon Web Services, Inc. or its Affiliates. All rights reserved. Amazon Confidential and Trademark

High bandwidth compute instances: C5n

HPC stack on AWS

3D graphics virtual workstation

License managers and cluster head 
nodes with job schedulers

Cloud-based, auto-scaling HPC clusters

Shared file storage Storage cache

Massively scalable performance

• C5n Instances will offer up to 100 Gbps of
network bandwidth

• Significant improvements in maximum bandwidth,
packet per seconds, and packets processing

• Custom designed Nitro network cards
• Purpose-built to run network bound workloads including 

distributed cluster and database workloads, HPC, real-time 
communications and video streaming

Featuring
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I/O Intensive Compute Instances: i3en

HPC stack on AWS

3D graphics virtual workstation

License managers and cluster head 
nodes with job schedulers

Cloud-based, auto-scaling HPC clusters

Shared file storage Storage cache

Dense SSD storage for data-intensive 
workloads

• One of the most I/O intensive instances available in the cloud
• 100 Gbps of networking throughput
• EFA enabled
• 96 vCPUs of Intel® Xeon® Scalable (Skylake) processors @ 

3.1GHz
• 60 TB of total NVMe instance storage
• 768 GiB of memory

Featuring
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Where can you go from there ?
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What if I want to test my HDF5 patches against a Lustre FS ?
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What about deployment ?

Let’s validate our template first

And now we can deploy it
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And now that I’m done with my tests, how do I get rid of it ?

If my test suite runs for an hour, how much will that cost?

0.14 x 7200 / (30 * 24) = 1.4 $
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What else can I do ?

• Test on different operating systems, different versions

• Test on different CPU/GPU architectures

• Test on different filesystems

• Automate my test infrastructure build system

• Test my code each time I do a commit
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Thank you!

Arthur Petitpierre – Amazon Web Services
arthurpt@amazon.com – EMEA HPC Specialist Solutions Architect

mailto:arthurpt@amazon.com

